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In the paper Pedersen, Nielsen, and Andersen [5] we developed an algorithm for ranking n×n assign-
ments using reoptimization and compare our algorithm with other algorithms with the same time complex-
ity. However, as pointed out by Dr. A. Volgenant, we unfortunately missed one available implementation
written by Miller, Stone, and Cox [3] in IEEE Transactions on Aerospace and Electronic Systems.

The algorithm of Miller et al. [3] (Miller) and Pedersen et al. [5] (DU1) are both based on the
branching technique presented in Murty [4] where the set of possible assignments is partitioned into at
most n−1 disjoint subsets for each additional ranking made. In each subset the best assignment is found
by applying the successive shortest path procedure implementation of Jonker and Volgenant [2]. The
algorithms differ in the following ways:

1. In DU1 dual variables are updated before reoptimization. This is not the case in Miller.

2. In Miller (partial) assignments are saved while maintaining the candidate set. In DU1 the optimal
assignment is recalculated each time a subset is selected from the candidate set to reduce memory
size.

3. An interval heap is used in DU1 to maintain a priority deque of the candidate set and keeping the size
of the queue low. Miller uses a priority queue of the candidate set.

4. In Miller an assignment is selected from the candidate set based on a lower bound. This is not the
case in DU1.

5. Miller uses a heuristic to select subsets from the candidate set with many fixed variables.

6. DU1 uses a heuristic that improve the way two subsets with the same optimal value are inserted into
the candidate set.

From a theoretical point of view items 1 and 6 will speed up DU1 compared to Miller while items
2-5 will speed up Miller compared to DU1. However, due to items 2 and 3, Miller requires more
memory. Moreover, the heuristic must be fast and the lower bound tight to speed up Miller.

We obtained the source code of Miller, written in C, from Professor I.J. Cox’s homepage1, with his
permission. The algorithms were compared using the Beasley test instances [1]. The tests were performed
on a Dualcore Intel EMT64 Xeon 2.80 GHz with 1 MB cache and 6 GB RAM using Ubuntu linux. The
results, averaged over five runs, are presented in Figure 1.

Figure 1 shows that Miller has a better performance than DU1 for the smaller instances
n ∈ {100,200,300}. For the instances n ∈ {400,500,600,700} neither of the algorithms outperform the
∗Corresponding author, e-mail: kia@asb.dk.
1http://www.adastral.ucl.ac.uk/∼ icox/
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Figure 1: CPU times for Miller and DU1.

other. For the instance n = 800 DU1 performs better. It appears that the results obtained by DU1 are
more unstable than the ones obtained by Miller which is due to the candidate set implementation shortly
described in item 3 above.
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